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Abstract

Paleoclimatic information can be retrieved from the diffusion of the stable water isotope
signal during firnification of snow. The diffusion length, a measure for the amount of dif-
fusion a layer has experienced, depends on the firn temperature and the accumulation
rate. We show that the estimation of the diffusion length using Power Spectral Den-5

sities (PSD) of the record of a single isotope species can be biased and is therefore
not a reliable proxy for past temperature reconstruction. Using a second water isotope
and calculating the difference in diffusion lengths between the two isotopes this prob-
lem is circumvented. We study the PSD method applied to two isotopes in detail and
additionally present a new forward diffusion method for retrieving the differential diffu-10

sion length based on the Pearson correlation between the two isotope signals. The two
methods are discussed and extensively tested on synthetic data which are generated in
a Monte Carlo manner. We show that calibration of the PSD method with this synthetic
data is necessary to be able to objectively determine the differential diffusion length.
The correlation based method proofs to be a good alternative for the PSD method as it15

yields equal or somewhat higher precision than the PSD method. The use of synthetic
data also allows us to estimate the accuracy and precision of the two methods and to
choose the best sampling strategy to obtain past temperatures with the required pre-
cision. Additional to application to synthetic data the two methods are tested on stable
isotope records from the EPICA ice core drilled in Dronning Maud Land, Antarctica,20

showing that reliable firn temperatures can be reconstructed with a typical uncertainty
of 1.5 and 2 ◦C for the Holocene period and 2 and 2.5 ◦C for the last glacial period for
the correlation and PSD method, respectively.

1 Introduction

The stable water isotope ratio in precipitation is known to be related to the local atmo-25

spheric temperature (e.g., Dansgaard, 1964). During evaporation of source water and
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condensation of water vapour during transport from the source region to the precipi-
tation site isotopic fractionation occurs. As a result the precipitation water is depleted
in the heavy isotopes (18O and 2H) with respect to the source water. As this effect de-
pends on the temperature difference between source region and precipitation location,
the isotope concentration of precipitation water can be generally related to the tem-5

perature at which condensation occurred in the atmosphere. This relation has been
heavily used in the past on ice cores in polar or alpine regions providing valuable infor-
mation on past climate. The interpretation of the isotopic signal in ice cores in terms of
temperature is, however, complicated as the spatial gradient between temperature and
isotope concentration that has been measured for Greenland (Johnsen et al., 1989)10

and Antarctica (Jouzel et al., 2003) is not necessarily applicable for temporal changes
(Jouzel et al., 1997). For example, borehole thermometry for Greenland sites points to
a much larger temperature difference between the Holocene and the last glacial period
than predicted by the water isotope signal using the spatial gradient (Johnsen et al.,
1995; Cuffey et al., 1994). Additional evidence for this larger change in temperature15

is found in the isotope ratios of Nitrogen and Argon in the air trapped in the ice (Sev-
eringhaus and Brook, 1999; Huber et al., 2006; Kindler et al., 2014), which provide
independent temperature information during rapid climate variations but do not record
long term changes in local temperature. The difference between the spatial and tem-
poral gradient may be caused by changes in seasonality of precipitation or by a chang-20

ing source region or transport pathway (Werner et al., 2000; Masson-Delmotte et al.,
2005).

Another method for extracting the temperature signal from the stable water isotope
signal is based on the diffusion of the isotope signal in the firn stage. After snow falls
onto the surface of an ice sheet its isotope signal is subject to diffusional smoothing25

(Langway, 1967; Johnsen, 1977). This smoothing occurs mainly in the firn where water
molecules are in continuous exchange between the vapour and solid phase. Johnsen
et al. (2000) showed that this diffusion process is related to the firn temperature and the
local accumulation rate. It is therefore possible to reconstruct past climate by estimating
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the extent to which a layer has been subject to diffusion. This is quantified in terms of
the squared diffusion length which is the average squared displacement of a molecule
due to diffusion. This quantity can be obtained from the Power Spectral Density (PSD)
of the isotope data by performing a linear fit to part of the spectrum (Johnsen et al.,
2000; Simonsen et al., 2011). Johnsen et al. (2000) also suggested to use the differ-5

ence in diffusion length between two water isotopes (Oxygen-18 and Deuterium) for
paleoclimate reconstruction as other factors that may influence the diffusion length are
often common to both isotopes. These common factors cancel to a large extent when
the differential diffusion length is used (Simonsen et al., 2011).

As we will show in this paper, one of the main drawbacks of the PSD technique10

is that it is dependent on parameter choices. In Johnsen et al. (2000) and Simonsen
et al. (2011) the PSD is calculated using an autoregressive model. The resulting PSD
spectra are sensitive to the order of autoregression that needs to be chosen in such
a model. Furthermore, the slope found by linear regression depends on which part
of the spectrum is included in the fit. As we will show, both parameter choices have15

a significant influence on the estimated diffusion length and can cause a deviation in the
reconstructed temperature of several ◦C. A calibration procedure is therefore essential
for this method. In this paper we investigate the sensitivity of the determination of the
differential diffusion length to these two parameters by applying the method to a large
number of synthetic data sets generated for given climatic conditions. This allows us to20

objectively choose the best set of PSD parameters for a certain ice core section and
thereby calibrate the method. Additionally, an estimate of the uncertainty associated
with the determination of the diffusion length for the ice core section using this method
is obtained.

To circumvent the issues related to the PSD method we propose an alternative25

method for finding the differential diffusion length based on the correlation between
the Oxygen-18 and Deuterium signal. The correlation between the two isotopes of the
precipitating snow is very high, but decreases in the firn as diffusion progresses. This
is due to the higher diffusion rate for Oxygen-18 compared to Deuterium. Compensat-
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ing for this effect by diffusing the Deuterium signal numerically forward in time leads to
an optimum in correlation when the diffusion lengths of both isotopes are equal. This
method is tested and compared to the PSD method using synthetic data sets. Finally,
both methods are applied to an Antarctic ice core section for which climatic condi-
tions are approximately known. To this end the differential diffusion length is translated5

to firn temperature using a density/water vapour diffusion model similar to Simonsen
et al. (2011). Here we also study the effect of impurity dependent firnification (Freitag
et al., 2013b) on the derived diffusion temperatures.

2 Diffusion theory

In the firn stage the isotopic profile changes with time due to the diffusion process and10

by thinning of the layers due to densification and ice flow. In a coordinate system with
origin fixed to a horizontal layer as it is moving downward into the firn the evolution of
the isotope profile δi is determined by:

∂δi

∂t
=Ωfi

∂2δi

∂z2
− ε̇zz

∂δi

∂z
(1)

(Johnsen et al., 2000). Here, t is the time since deposition, z the vertical coordinate,15

Ωfi the firn diffusivity and ε̇z the vertical strain rate. The subscript i indicates the de-
pendency on the isotopologue, where 2 is used for 2H16O1H and 18 for 1H18O1H. The
first term on the right hand side describes the effect of firn diffusion, whereas the sec-
ond term accounts for the thinning of the layers. Expressions for the diffusivity were
developed by Whillans and Grootes (1985) and Johnsen et al. (2000). Adopting the20

expression from Johnsen et al. (2000) for the firn diffusivity Ωfi we can write:

Ωfi =
mpsatΩai

RTταi

(
1
ρ
− 1
ρice

)
(2)
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where m is the molar mass of water, T the firn temperature, psat the saturation vapour
pressure over ice, R the gas constant and ρ and ρice the density of firn and ice, re-
spectively. Furthermore, the tortuosity τ accounts for the shapes of the interconnecting
pores and Ωai and αi are the diffusivity of water vapour in air and the ice-vapour frac-
tionation factor, respectively.5

Inspection of the terms in Eq. (2) reveals that firn diffusivity is essentially a function
of firn temperature and firn density. The diffusivity in air, the fractionation factor and
the saturation vapour pressure can all be parametrised as a function of firn tempera-
ture (see Hall and Pruppacher (1976); Merlivat (1978) for Ωai, ; Majoube (1970) for αi
and Murphy and Koop (2005) for psat). The dominating factor of these temperature de-10

pendent parameters is the saturation vapour pressure. A higher firn temperature leads
to a larger number of water molecules that are available for diffusive transport in the
vapour phase and thus to a higher firn diffusivity. The dependency on the firn density
is clear from the term in brackets in Eq. (2), which equals the pore space volume per
unit mass. Lower density firn has a larger pore space and therefore a higher diffusion15

rate than high density firn. Additionally, for the tortuosity we adopt the parameterisa-
tion used in Johnsen et al. (2000) based on data from Schwander et al. (1988) where
this quantity is described as a function of firn density. Note that this parameterisation
is a simplification, as tortuosity is a complex parameter which is not determined by
the density of the firn alone. As a result, the main uncertainty in Ωfi is caused by the20

uncertainty in the tortuosity.
The diffused isotope signal at any time t is related to the initial signal by a convolution

with a Gaussian distribution:

δ(z,t) =
1

σ
√

2π

∞∫
−∞

δ0(z′) ·exp

(
−

(z′ − z)2

2σ2

)
dz′ (3)

where δ0 is the initial isotope signal corrected for the total strain since deposition of25

the layer and σ the SD of the Gaussian distribution. This parameter σ is termed the
diffusion length as its square is the average squared displacement of a molecule as
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a result of diffusion. For a constant diffusivity Ω the expectation value of the squared
vertical displacement of the molecules evolves with time t as:

σ2 = 〈z2〉 = 2Ωt (4)

In firn the diffusivity is not constant in time and densification of firn and deformation of
ice leads to a thinning of the layers and thereby to a reduction of the diffusion length.5

Combining these processes we can write the change in the squared diffusion length
dσ2 in a time interval dt as:

dσ2 = 2Ωfidt−2ε̇zdt (5)

Thus the diffusion length at any depth in the ice is proportional to the integrated diffu-
sivity since the time of precipitation corrected for the vertical strain. Using the Herron–10

Langway densification model (Herron and Langway, 1980) and a prescribed accumu-
lation rate the differential equation can be solved by integrating over the time since
deposition (see van der Wel, 2012, for a full derivation). Evaluating the resulting ex-
pression at the pore close off depth leads to the diffusion length after firn diffusion is
completed. This length is a function of firn temperature through the firn diffusivity. Firn15

diffusion stops at pore close off after which the diffusion length will decrease due to
the compression and deformation of the ice. Diffusion in the ice matrix will cause the
length to increase, but this process is much slower than the diffusion in firn and only
becomes significant for very old or warm ice (near the bedrock).

This illustrates that together with an independently derived accumulation rate and20

an estimate of the thinning function a temperature history can be reconstructed by
determining the firn diffusion length in the ice. This can in principle be done for either
of the water isotopes, but is better constrained when the combination of two isotopes
is used, as will be shown in Sect. 4.1. For this reason we use the differential diffusion
length ∆σ which was introduced by Johnsen et al. (2000) and is defined by:25

∆σ2 = σ2
18 −σ

2
2 (6)
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3 Synthetic data

To be able to verify the accuracy and precision of the reconstructed values for the dif-
ferential diffusion length it is necessary to know the true values. As this is impossible
for data from existing ice core records we created synthetic data sets for this purpose.
To give statistically robust results these data sets were created in a Monte Carlo (MC)5

routine in which several parameters characterizing the resulting data set were random-
ized as is outlined below. In total 4000 data sets were created for each MC run. Within
an MC run the parameters that determine the diffusion length (firn temperature, mean
accumulation rate and thinning of the ice) were the same for each data set, but param-
eters such as the amount of precipitation per event and the amplitude of the isotope10

signal were varied. In this paper 6 different runs will be discussed. The first MC run
assumes climate conditions similar to present day climate at the European Project for
Ice Coring in Antarctica (EPICA) drill site in Dronning Maud Land (EDML) and no ver-
tical strain (thinning=1). This was chosen as we will apply the two methods to an ice
core section from this location. MC runs II and III assume the same climatic conditions15

but with thinning factors of 0.88 and 0.76, respectively, to investigate the effect of the
compression of the layers. Runs IV, V and VI were created to simulate a colder climate
at the EDML site, similar to what is estimated for the Last Glacial Maximum (LGM). We
choose the annual accumulation for the latter runs to be half of the present day value
and the temperatures to range from 6 to 12 ◦C lower than present day temperature.20

A thinning of 0.6 is used for these runs as this is approximately the thinning for the
LGM at EDML. An overview of the values of the parameters and the corresponding
diffusion lengths for the 6 runs is given in Table 1.

The creation of a synthetic data set consists of several steps. First a precipitation
record for both Oxygen-18 and Deuterium is created, after which the diffusion and25

densification processes are simulated. Then thinning of the record due to ice flow is
taken into account, after which the isotope records are synthetically sampled. Finally,
analytical measurement noise is added to account for any measurement uncertainty.
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In creating the precipitation signals it is assumed that on average the isotope concen-
tration of precipitation water varies sinusoidally in time (with a period of 1 year). Within
a given data set the number of precipitation events per year and the timing of these
events within a year were varied randomly. Also the amount of precipitation per event
was varied randomly allowing for variations in the annual layer thicknesses, with the re-5

striction that over the full record the average annual accumulation was fixed to the set
value for the specific MC run. The average number of precipitation events and amount
of precipitation per event was varied between different data sets within an MC run in
a wide range around observed data from Automatic Weather Stations at the EDML site
(Reijmer and van den Broeke, 2003). In addition to the seasonal component described10

by a sine curve, the synthetic δ18O signal also exhibits a random component, which
was achieved by drawing numbers from a Gaussian distribution. The δ2H signal is de-
rived from δ18O, by assuming an eight times larger amplitude and a combination of
seasonal and random variations in d-excess in line with those observed at Neumayer
station, coastal Dronning Maud Land (Schlosser et al., 2008). The amplitude of the15

seasonal variation of δ18O and the Gaussian distributions for the random components
in the signals vary randomly from one data set to the other.

The effects of diffusion and densification on the isotope signals is calculated numer-
ically in discrete time steps. A finite difference technique is used to calculate the effect
of diffusion for each time step, with the firn diffusivity set by Eq. (2). To obtain a sta-20

ble solution for the differential equation we use an implicit method (Burden and Faires,
2001). The finite difference technique used here is also used in the correlation method
that will be discussed in Sect. 4.2. Our analysis has shown that a second order approx-
imation for the spatial derivative may not be sufficient to obtain reliable results with this
method. Depending on the sampling resolution it may be necessary to use a higher25

order method. For this reason we use an 8th order approximation providing precise
results. Initially, the density ρ is set to a surface density of 360 kgm−3 which is similar
to what is observed at the drill site. As a layer moves down into the firn, with a rate
determined by the annual accumulation, the density and the layer thicknesses change
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according to the Herron–Langway model (Herron and Langway, 1980). This process
continues until the pore close off density (ρpc = 804.3 kgm−3 Johnsen et al., 2000) is
reached. During each time step the diffusion length in ice equivalents is calculated from
its value of the previous time step (tm−1) as:

σ2
i (tm) = σ2

i (tm−1)+2Ωfidt
(
ρ
ρice

)2

(7)5

where dt is the time step and ρice the density of ice (917 kgm−3). Here, we assume
that thinning due to ice flow is negligable during firnification. With this assumption and
by calculating the diffusion length in ice equivalent depths the second term on the right
hand side of Eq. (5), which contains the vertical strain rate, is zero. For deep cores such
as EDML the thinning due to ice flow is small in the firn stage. It can be included in the10

numerical calculation of the diffusion length, but this requires more computational effort.
Here, we choose to correct for the thinning afterwards, leading to very similar results.
The correction is applied by multiplying the diffusion lengths by the thinning factor.

Finally, from each data set a 20 m long section is extracted and synthetically sam-
pled. This is done by taking the average of the layers within the sampling interval,15

weighted with the layer thickness. A random number drawn from a Gaussian distribu-
tion is then added to account for measurement uncertainty.

The Oxygen-18 record of one of the 4000 synthetic data sets from MC run I is given
in Fig. 1 together with a 20 m section of the EDML ice core record. The two signals have
very similar spectral properties as is evident from the power spectra given in Fig. 1b.20

The light grey lines in this figure refer to power spectra of 200 other randomly selected
synthetic data sets out of the total of 4000 data sets from MC run I, which serve to illus-
trate the variability within the run. At low frequencies the range in the Power Spectral
Densities (PSD) of the synthetic data sets is relatively large reflecting the large range of
amplitudes used in creation of the data. The decrease in PSD with frequency is similar25

for all data sets which is a consequence of the fixed climatic conditions and thereby
diffusion length within the run. Finally, at high frequencies the PSD’s tend to stabilize at
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a constant value. This is the white noise baseline caused by the measurement uncer-
tainty which is assumed to be 0.06 ‰, corresponding to a baseline value in the power
spectrum of 1.8×10−4 ‰2 m.

4 Reconstruction of the differential diffusion length

The extent to which a stable water isotope record has been subject to diffusion can5

be quantified with the diffusion length σ. Traditionally this quantity is obtained from the
PSD of the isotope record (Johnsen et al., 2000; Simonsen et al., 2011). Determina-
tion of the differential diffusion length is done similarly using the ratio of the PSD’s of
Deuterium and Oxygen-18. One of the disadvantages of the PSD method is that the
resulting values for the diffusion lengths are sensitive to the choice of parameters such10

as the order of autoregression used in a Maximum Entropy calculation of the PSD and
the cut-off frequency, where the PSD becomes dominated by the white measurement
noise. For this reason we introduce a new method based on the Pearson correlation
coefficient between the Oxygen-18 and Deuterium signal. This method cannot recon-
struct the diffusion length for the individual isotopes but is suitable for, and potentially15

more robust in, estimating differential diffusion lengths. A detailed description of each
method is outlined in the following sections. Both methods are applied to a large num-
ber of synthetic data sets to assess their capacity in reconstructing the differential dif-
fusion length accurately and precisely.

4.1 PSD method20

Taking the square of the Fourier transform of Eq. (3) the following expression for the
PSD as a function of wavenumber k is obtained:

P (k) = P0(k) ·exp(−k2σ2) (8)

where P0(k) is the PSD of the initial signal corrected for compression and k = 2πf
with f denoting frequency in m−1. From this relation it is clear that diffusion acts as25
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a Gaussian low pass filter attenuating the high frequency components more than the
low frequency components. In practice, the PSD of a measured ice core record will not
become negligible at high frequencies but remains at relatively low values due to mea-
surement uncertainty (see also Fig. 1). For discrete samples measured in randomized
order we can assume that the measurement error is uncorrelated, leading to a constant5

baseline in the frequency spectrum. This baseline needs to be determined either from
the frequency spectrum of real ice core measurements or from the known precision of
the analytical instrument. After this baseline is subtracted the net PSD signal can be
rewritten as:

ln(P (k)) = ln(P0(k))−k2σ2 (9)10

When the initial spectrum P0(k) is white (i.e. P0 is independent of k), as is argued by
Johnsen et al. (2000), the above equation states that there is a linear relationship in
the ln(P ) vs. k2 space. If this is the case, the squared diffusion length can be obtained
from a linear regression of the red part of the spectrum for each isotopic species. This
method was recently applied to the NorthGRIP ice core in the study of Gkinis et al.15

(2014).
To verify the assumption that the initial signal is independent of frequency, we have

stacked precipitation data from the Global Network of Isotope in Precipitation (GNIP)
database (IAEA/WMO, 2006). The database contains the Oxygen-18 and Deuterium
isotope ratios and the amount of precipitation for many stations worldwide. For most20

stations the data is available in monthly resolution, but for a few stations sampling is
performed at higher resolution. In Fig. 2 the PSD of stacked precipitation data is shown
for Debrecen and Vernadsky. Debrecen was chosen as this is one of the few stations
with a long record of higher than monthly resolution. Sampling was done on weekly ba-
sis from January 2001 to November 2004 and on daily basis from November 2004 to25

December 2009 (Vodila et al., 2011). The station is located in Eastern Hungary, where
the annual accumulation is 59 cm. The length of the stacked record used is 5.25 m. Ver-
nadsky (formerly named Faraday) was chosen as it is located on the Antarctic penin-
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sula and thereby one of the closest stations to Antarctic ice core drill sites. Samples
collected at this location are monthly averages. The full Vernadsky record extends from
1964 to 2008, but as this record contains gaps, we use the longest continuous record
of 8.7 years (from 1992 to 2000) for which the average annual accumulation was 48 cm.

The PSD of the Debrecen record shows an annual peak at 1.7 cyclesm−1 and a de-5

creasing trend in the frequency range of 0–5 cyclesm−1. For higher frequencies the
PSD is relatively constant. If a linear regression was performed in the first half of the
frequency spectrum of Fig. 2b, the resulting slope would significantly differ from zero.
Also the Vernadsky record shows a trend in the PSD and together with the large annual
peak at 2 cyclesm−1 a linear regression would result in a non-zero slope. This implies10

that the individual diffusion length derived for each isotopic species separately will be
biased. Accordingly, the assumption of an initially white spectrum of water isotopes in
precipitation should not be made. The green lines in Fig. 2b show the ratio of the PSD’s
of Oxygen-18 and Deuterium. For this we can write:

ln
(
P2(k)

P18(k)

)
= ln
( P0, 2(k)

P0, 18(k)

)
+k2∆σ2 (10)15

from which we can see that a linear regression would allow us to retrieve the differential
diffusion length ∆σ2 if the first term on the right hand side of this equation is indepen-
dent of k. Since the initial signals P0, 2 and P0, 18 exhibit very similar patterns their ratio
is close to constant. This implies that the characteristics of the individual PSD’s are the
same for each of the two isotopes and is due to the same effects during deposition,20

but cancels out when taking the ratio of the PSDs. Accordingly, the estimation of the
differential diffusion length is much more reliable than the estimation of the individual
diffusion lengths is. In the remainder of this section we will therefore focus on recon-
structing the differential diffusion length. When the methods are applied to real ice core
data we will include results from the single isotope method for comparison.25

The PSD’s of the isotope data can be calculated using the Maximum Entropy Method
(MEM) (Johnsen et al., 2000), a parametric technique proposed by Burg (1975). The
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underlying model is an autoregressive (AR) model (Andersen, 1974). The order M
of this AR process can have a large influence on the resulting frequency spectrum. In
Fig. 3a two spectra calculated from the same synthetic data set but with different orders
M are depicted. A higher order leads to a higher frequency resolution, but possibly
also to the appearance of spurious peaks. On the other hand, a lower order may lead5

to too smooth a spectrum. The choice of order M in the calculation of the PSD has
an influence on the differential diffusion length obtained by a linear regression. This is
clearly visible in Fig. 3c, which shows the dependance of ∆σ2 on the order M for the
data of Fig. 3a.

A second parameter that needs to be chosen in the PSD method is the cut-off fre-10

quency (fco). When performing the fit of the PSD only the red part of the frequency
spectrum can be considered. For higher frequencies the PSD is dominated by the
measurement noise of the isotope signal.

The choice of the cut-off frequency also has a significant influence on the resulting
value for ∆σ2. This is illustrated in Fig. 3d. For this data set (from MC run I) a firn15

temperature of −44.6 ◦C and accumulation rate of 69.8 mmice per year was used. This
leads to a theoretical squared differential diffusion length of 8.55 cm2, indicated with
the red dashed line in Fig. 3c and d. For these conditions a deviation in ∆σ2 of 1 cm2 is
equivalent to a deviation in temperature of 1.6 ◦C. This illustrates both the importance
of using the right parameter values for a certain dataset and the large uncertainty20

associated with this method. In the following we will describe a method to chose the
parameter values objectively and thereby reduce the uncertainty of this method.

In order to find the optimum values for these two parameters the PSD method was
applied to the 4000 synthetic data sets within each Monte Carlo run. As the synthetic
data sets within an MC run all refer to the same climatological and glaciological con-25

ditions this approach will also give insight in how large the stochastic variability is in
the method. In Fig. 4 the deviation of the mean of these synthetic data sets from the
theoretical value (∆th) and the SD (ς) are depicted as a function of AR order M and
cut-off frequency. An upper limit for the cut-off frequency for a certain data set is found
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at the frequency at which one of the PSD’s reaches a negative value after subtracting
the baseline. The grey shading indicates the percentage of data sets for which the dif-
ferential diffusion length can be calculated, i.e. where the cut-off frequency was lower
than this upper limit.

From these figures it becomes clear that for most solutions the accuracy (the devi-5

ation from the theoretical value) is much higher than the precision (the SD). The large
SD shows how much the obtained value for ∆σ2 can vary for different realisations (dif-
ferent ice core records) under the same climatological conditions. In practice, when
applying the method to a real ice core record, we only have one realisation for which
the method will then generate a value for ∆σ2 within the range determined by the SD.10

From Fig. 4 we also note that the highest precision and accuracy are not necessarily
at the same location in the two-parameter-space. To find the optimum choice of both
parameters we therefore define a total error (TE) as a quadratic sum of the two un-

certainties (TE=
(
∆2

th + ς
2
)1/2

). The optimum values for the different Monte Carlo runs

are listed in Table 2. For all runs a low AR order is preferred. This is most likely due to15

less scattering in the PSD, which leads to a higher precision than those PSD’s created
with a higher AR order. For runs with a low ∆σ2 the diffusion has a weaker effect on
the high frequency part of the spectrum than those with high ∆σ2. As a consequence
a larger part of the spectrum can be included in the fit, which explains the larger cut-off
frequencies for these runs. Using the optimum values, the offset to the theoretical value20

is less than 0.3 ◦C for all MC runs, which can be neglected compared to the total error,
which is typically 2–2.5 ◦C.

4.2 Correlation method

In this section a different method for estimating the differential diffusion length from the
stable water isotope records is presented. The main goal is to come up with a method25

that is not sensitive to parameter choices and therefore gives a more robust estimate
of ∆σ2. The technique is based on the Pearson correlation coefficient R between the
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Oxygen-18 and Deuterium signal. In precipitation records this correlation coefficient is
very close to 1, as the processes that are responsible for the isotope signals are the
same for both isotopes. For example, the correlation coefficients for the precipitation
data of Debrecen and Vernadsky used in Fig. 2 are 0.95 and 0.96, respectively. After
deposition the different diffusion rates of the two isotopic molecules leads to a decor-5

relation in the firn with time. We will show that this effect can be used to derive the
differential diffusion length. To illustrate this, we first consider an ideal synthetic data
set in which the correlation of the signals before diffusion is perfect (R = 1). This is ac-
complished by deriving a Deuterium record from the synthetic Oxygen-18 signal using
the meteoric water line (Craig, 1961):10

δ2H = 8 ·δ18O+10‰ (11)

The Deuterium excess (d-excess) signal is then by definition constant at 10 ‰. These
isotope signals are then diffused numerically, simulating firn diffusion at conditions sim-
ilar to those currently at EDML (as in MC run I). Due to the isotope dependent diffusivity
the resulting Oxygen-18 profile is smoothed more than the Deuterium profile. This is15

also reflected in the diffusion lengths at pore close off depth of 7.0 cm ice equivalent
(i.eq.) for Oxygen-18 and 6.4 cm i.eq. for Deuterium. This difference in diffusion rate
also leads to a d-excess signal that is no longer constant with depth as can be seen in
Fig. 5a and to a lowering of the correlation coefficient to a value of 0.9947. Note that
the d-excess signal in Fig. 5 is now entirely created by the diffusion process and is not20

an atmospheric signal. This also implies that seasonal d-excess variations in real firn
and ice cores are at least partly created by diffusion. This explains the phenomenon
observed in ice cores that annual layer counting in δ18O and δ2H is limited at low ac-
cumulation sites due to the diffusive loss of signal, while (diffusion created) seasonal
variation in d-excess can still be counted. If the Deuterium signal is artificially diffused25

further relative to Oxygen-18 using the numerical diffusion method (see above), the
correlation between the Oxygen-18 and Deuterium signal increases again until the dif-
fusion lengths of the two signals are equal. When the Deuterium signal is diffused
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beyond this point the correlation drops as is evident in Fig. 5b. Thus a maximum in cor-
relation coefficient occurs when the total diffusion length (firn diffusion and numerical
diffusion) of Deuterium equals the firn diffusion length of Oxygen-18. Note that at this
maximum the d-excess signal is also constant again in this idealized synthetic data set
(see dashed line in Fig. 5a).5

In reality the initial d-excess signal will not be constant and therefore the initial corre-
lation will be below 1. However, also for more realistic initial signals a decrease in cor-
relation as a result of firn diffusion is to be expected. To study the correlation method for
more realistic conditions it was applied to the synthetic data sets, which have varying
d-excess with both a seasonal component and a random component. For all these data10

sets the maximum in correlation coefficient is found as a function of the additional diffu-
sion length in the Deuterium signal. This leads to an approximate Gaussian distribution
of obtained diffusion lengths with an average of 8.4 cm2 and SD of 0.7 cm2. From this,
it is clear that the introduction of varying d-excess in the initial signal causes a spread
in the resulting values of ∆σ2, but the mean value is still close to the theoretical value15

(8.55 cm2).
For the data sets discussed above the measurement uncertainty was not included

in the synthetic data yet. The effect of adding measurement noise is shown in
Fig. 6a and b, where the mean and SD of the distributions for a certain run are plotted
as a function of the measurement uncertainty. As the uncertainty in the measurement20

increases, the distribution of the obtained diffusion lengths of each dataset becomes
wider, indicating that the precision decreases. For Deuterium this is accompanied with
a deviation towards higher values. This occurs only for Deuterium because only the
Deuterium record is numerically diffused forward in time to maximize the correlation.
Accordingly, the method loses accuracy as the uncertainty in the Deuterium measure-25

ment increases.
To study this effect in detail we arbitrarily selected 20 data sets from each Monte

Carlo run. For these data sets the differential diffusion length is first found for the
records without measurement uncertainty, indicated by (∆σ2)0 in the following. Next,
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measurement uncertainty in δ2H is added to this data set by adding a number drawn
from a Gaussian distribution centered around zero to each isotopic value. The corre-
lation method is then applied again leading to a new value for the differential diffusion
length. This is repeated 100 times for each data set and each uncertainty to ensure
statistical robust results, leading to a mean differential diffusion length including mea-5

surement noise indicated by (∆σ2)m. The results of this analysis are given in Fig. 6c.
The y axis of this figure gives the absolute measurement deviation (AMD) which we
define as:

AMD = sgn
(

(∆σ2)m − (∆σ2)0

)
·
(∣∣(∆σ2)m − (∆σ2)0

∣∣)1/2
(12)

The quantity on the x scale can be regarded as a noise to signal ratio of the Deuterium10

signal. The uncertainty in the Deuterium measurement s2, as given by the SD of the
Gaussian distribution from which errors are drawn, is divided by the average change in
Deuterium ratio between neighbouring points d2:

d2 =
1

N −1

N∑
n=2

∣∣δ2Hn −δ2Hn−1

∣∣ (13)

with N the number of data points in the δ2H record. Using these scales a linear rela-15

tionship appears for each sampling resolution. This shows that the AMD is a function of
the sampling resolution and the measurement uncertainty. A linear regression through
all data points gives a relation that can be used to correct the offset caused by the
measurement uncertainty. Note that this correction function is independent of the MC
run. In Fig. 6b the open symbols represent the mean and SD of ∆σ2 after this correc-20

tion. Applying the method to each of the Monte Carlo runs leads to the results given
in Table 3. As was done in the PSD method tests, realistic values for measurement
uncertainty of 0.06 and 0.40 ‰ are used for Oxygen-18 and Deuterium, respectively.
Compared to the PSD method, the accuracy of the correlation method after correction
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is lower with a systematic offset of up to 1 ◦C for LGM conditions. The total error, how-
ever, is still dominated by the SD and is slightly smaller than that of the PSD method.
Using the correlation method the firn temperature can be reconstructed with a total
uncertainty of 1.5–2.0 ◦C.

5 Comparison of the methods5

In the following section we will compare the performance of the two methods discussed
above in terms of reliably reconstructing the differential diffusion length. To asses the
accuracy of each method we compare the mean value for ∆σ2 of the 4000 data sets for
each run with the theoretical value set by the climatological and glaciological parame-
ters for the run. The precision is quantified by the SD of the 4000 values for ∆σ2. Values10

for accuracy and precision for all the MC runs are given in Tables 2 and 3 as absolute
errors. In the discussion below, however, we will use relative numbers (expressed as
percentage of the theoretical value) rather than absolute ones. This is also useful in
interpreting the deviations and uncertainties in terms of the firn temperature that can
be derived from the differential diffusion length. The relation between temperature and15

∆σ2 is non-linear, but for these data sets a deviation of 10 % of the true value in ∆σ2

corresponds to an offset of roughly 1.3 ◦C in the reconstructed temperature.
In general the total error in each of these MC runs is dominated by the SD as this

value is significantly larger than the deviation from the theoretical value. However, we
will discuss both accuracy and precision separately because the importance of each20

quantity might vary with application. For example, in quantifying the temperature differ-
ence between Holocene and LGM the accuracy becomes more important. In contrast,
in situations where temperature changes are small (for example within the Holocene or
around the LGM), the precision is the crucial factor. As will be shown below, the preci-
sion can also be influenced by the sampling strategy or replicate analysis, whereas the25

accuracy is not affected by this.
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In terms of accuracy, the PSD method performs slightly better than the correlation
method with a difference between the mean and theoretical value of less than 2.5 %
for all runs i.e. a systematic error in the reconstructed temperature of less than 0.3 ◦C.
Such accuracy is also obtained with the correlation method for the Monte Carlo runs I, II
and III, but for the other runs higher deviations up to 7 % (equivalent to up to 1.0 ◦C) are5

found. On the other hand, the precision for the PSD method is slightly lower than for the
correlation method. The one SD using the PSD method for Monte Carlo runs I, II and III
is approximately 13 % of the mean value, whereas it is up to 20 % for Monte Carlo runs
IV, V and VI (corresponding to 1.9 and 2.6 ◦C, respectively). The correlation method
results in better precision: an uncertainty of approximately 10 % of the theoretical value10

for runs I, II and III and about 15 % for runs IV, V and VI (corresponding to 1.5 and
1.9 ◦C, respectively).

The numbers given in the discussion above are based on analysis of 20 m long
ice core sections sampled at a resolution of 5 cm. Table 4 shows how the precision
changes for MC run I and V when section length and sampling resolution are varied. For15

both methods we see an increase in uncertainty of about 50 % when section length is
halved (keeping the same resolution). Sampling the ice core at higher resolution results
in an increase in precision. The uncertainty of the PSD method reduces by 30 to 43 %
when sampling is performed at 2.5 cm instead of 5 cm resolution. Reducing the sample
size to 1 cm instead of 5 cm leads to a decrease in uncertainty of 50 to 65 % for these20

MC runs. Although not as large as for the PSD method also for the correlation method
a significantly higher precision is obtained with higher sampling resolution. Sampling
at 2.5 cm leads to a reduction in uncertainty of 15 to 43 % relative to 5 cm sampling.
For 1 cm sampling this reduction amounts to 23 to 52 %. The precision at which the firn
temperature can be reconstructed with diffusion thermometry thus strongly depends25

on the sampling strategy. Analysis of synthetic data can provide essential information
in assessing the optimal sampling strategy for a certain ice core section.

From the analysis of synthetic data follows that the influence of measurement uncer-
tainty on the precision of the two methods is small compared to the influence of section
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length and sampling resolution. For the PSD method measurement uncertainty causes
a baseline in the frequency spectra, which needs to be subtracted before the ratio of
the two spectra is calculated. But as the influence of this subtraction is very small in
the low frequency part of the spectrum it has negligible influence as long as the cut-off
frequency is chosen correctly. In the correlation method the measurement uncertainty5

initially has a significant influence on the resulting differential diffusion length as is ev-
ident from Fig. 6. However, after applying the signal to noise correction discussed in
the previous section, the increase in uncertainty in ∆σ2 with increasing isotopic mea-
surement uncertainty is very small. It is thus clear that for both methods knowledge of
the measurement uncertainty is required. In general, this knowledge is available from10

routine measurements of standard waters with the same analytical instruments. Ad-
ditionally, if the sampling resolution is high enough the measurement uncertainty can
also be estimated from the baseline in the PSD spectrum.

6 Conversion of ∆σ2 to firn temperature

To convert the obtained differential diffusion length to firn temperature we use a model15

similar to those described in Simonsen et al. (2011) and van der Wel (2012). Input
parameters for this model include the accumulation rate and altitude of the precipita-
tion site as well as the thinning of the ice since deposition. Reconstructions for accu-
mulation rate and total thinning are available from the Antarctic ice core chronology
(AICC2012, Veres et al., 2013). The altitude of the precipitation site is important as it20

is used to estimate the air pressure, which influences the diffusivity in the pore space.
Estimates of the altitude of the site at the time of precipitation are obtained from ice flow
models reconstructing the past ice flow. For the EDML core the 3-D ice flow model of
(Huybrechts et al., 2007) is used. For each of these parameters we calculate the 20 m
running means, which serve as input to the model. The modelled diffusion lengths are25

calculated for a range of mean surface temperatures with a resolution of 0.1 ◦C. The
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temperature corresponding to each section is then found by linearly interpolating the
modeled values to the value obtained from the isotope data.

Simonsen et al. (2011) showed that using seasonal variations in temperature that are
present in the firn to a depth of approximately 15 m leads to a small deviation compared
to simply taking the annual mean surface temperature. For this reason the temperature5

variation is included in the model. The amplitude of the assumed sinusoidal temper-
ature signal in the model is 13.5 ◦C in line with 2 m temperature measurements from
automatic weather stations (AWS) at EDML (Van den Broeke et al., 2005). Below the
surface, temperature of the firn is calculated using heat conduction (Paterson, 1994,
p. 206).10

A very sensitive parameter in the calculation of the diffusion length is the density of
the firn as this determines the volume of the pore space through which most of the
diffusion takes place. In the calculation of ∆σ2 at pore close off the Herron Langway
(HL) model is used to describe density as a function of depth, with temperature and
accumulation rate as fixed parameters. Recently (Freitag et al., 2013a) have shown15

that densification rate is also influenced by the concentration of impurities in the firn.
A larger concentration of impurities leads to a lowering of the activation energy, thereby
increasing the densification rate. As the densification process is faster in that case, the
time for diffusion in the firn stage is shorter resulting in shorter diffusion lengths. Espe-
cially when studying glacial time periods for which the impurity concentration can be 120

to 2 orders of magnitude larger than present day this has a large effect on the modelled
diffusion lengths. However, also for the data we present here, which only spans part of
the Holocene, the effect is not negligible. Figure 7 shows the density depth profile for
the B32 core drilled at the same site as the deep EDML ice core. The density is mea-
sured with 3 different techniques: (1) volumetric method where density is calculated25

from measurement of volume and mass of core pieces, (2) gamma ray attenuation and
(3) radioscopic imaging. The density profiles obtained with the volumetric and gamma
ray methods are almost identical, whereas the radioscopic method results in density
values that are on average approximately 10 kgm−3 lower. In all cases, however, the
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measured densities in the depth range 30–90 m are systematically lower than predicted
by the classic HL model without impurity effect. To incorporate the impurity effect in the
HL model, Freitag et al. (2013a, b) use the calcium (Ca2+) concentration as a parame-
ter to reflect the total impurity concentration. With this parameter they then modify the
activation energy. Freitag et al. (2013b) used the high resolution radioscopic imaging5

data together with a high resolution Ca2+-record (Sommer et al., 2000) to determine
the best parameters in their calcium adjusted HL model. We will use the same parame-
ters, but with the average Ca2+ concentration instead of the high resolution record as in
general a full seasonally resolved record may not be available. The resulting profile is
shown in Fig. 7a (dashed red line) together with the classical HL density profile (dashed10

blue line). The new density profile is lower than the classical HL profile which indicates
that the impurity concentration for this location is lower than the mean impurity effect
that is already implicitly included in the classical HL model. It is clear that the modified
HL model agrees much better with the data than the classical HL model.

A 20 m running mean of the Ca2+ record is calculated (Fig. 7b) and used as input15

for the isotope diffusion model. Figure 7c shows the model calculations for ∆σ2 for
2 different temperatures. Blue lines refer to the model calculations with the classical
HL density profile and red lines refer to the model that includes the impurity effect.
It is clear that higher values of the differential diffusion length are obtained with the
Ca2+ adjusted HL model, which agrees with the observation of a lower density profile.20

For the period in the EDML section analysed here, whether or not the impurity effect
is included in the model leads to a difference of more than 1 ◦C in the temperature
reconstruction. This illustrates the importance of including this effect even for Holocene
Ca2+ concentrations.

Figure 8 shows the main result of the model calculations. Contour lines for ∆σ2 are25

depicted as a function of the average annual temperature and accumulation rate for
both models. This figure can be used as a calibration field for the Holocene part of
the EDML ice core record. With the differential diffusion length determined by either
of the two methods described in this paper and an independent estimate for the ac-
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cumulation rate, the temperature of the firn can be determined from this plot. Note
that this calibration field is calculated using fixed values for the altitude of the site and
Ca2+ concentrations and is therefore not valid for other time periods or other ice core
records.

7 Application to real ice core records5

In Sect. 5 the accuracy and precision of both methods for finding the differential diffu-
sion lengths was assessed for synthetic data with spectral properties very close to real
ice core conditions at EDML. In the following, we will apply the methods to part of the
EDML ice core record to investigate how the methods perform when applied to real ice
core data. The data, partly published before in Oerter et al. (2004), spans a section10

of 166 m from the Holocene period (depth: 123–289 m). This section is selected as
this period is believed to represent a relative stable climatological period with tempera-
ture and accumulation rate similar to present day conditions. The methods are applied
using a 20 m running window. For this part of the ice core record this window length
corresponds to about 300 years.15

A first requirement for both methods to be applied is that both isotope records (δ18O
and δ2H) are continuous over the whole section that is analysed. In practice, however,
sample loss can occur which leads to gaps in one or both of the records. The most
straightforward approach to fill these data gaps is to interpolate between the neigh-
bouring points in the individual isotope record. However, this can lead to unrealistic20

values for the deuterium excess signal. From our experience with the EDML record,
the best method for gapfilling is a spline interpolation of the d-excess signal and calcu-
lating the missing isotope value from the interpolated d-excess and the other isotope
species. Using this method unrealistic outliers in both the d-excess and the primary
isotopic record are prevented. In case a data gap occurs in both isotopic records, gap-25

filling can only be done using the primary records. In these cases we have applied
interpolations using the spline method. The EDML record we present here consists of
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3320 datapoints, with 14 data gaps in the δ18O record. The δ2H record has 6 data
gaps, all coinciding with a data gap in δ18O.

After applying this gapfilling procedure the two methods for determining the differ-
ential diffusion length can be applied. One of the first steps in the PSD method is to
determine the noise level that needs to be subtracted from the PSD. The determination5

of the base line level from the PSD spectrum is, however, very sensitive to outliers in
the isotope record. In Fig. 9 a section of the EDML δ18O record is depicted. The PSD
spectra are calculated for the isotope data in a running window of 20 m length. The
baseline level is calculated for each of the PSD’s by calculating the average of the PSD
for frequencies above 8 cyclesm−1. Plotting this level as a function of depth (the blue10

line in the bottom panel of Fig. 9) two sudden step changes in the baseline level appear.
These step changes are in opposite direction and exactly 20 m apart suggesting that
a single value in the δ18O record is causing them. Deleting this particular datapoint and
replacing it with a value obtained with a spline interpolation between the neighbouring
datapoints, results in the step changes to disappear, as indicated by the red curve in15

the same figure. This illustrates how sensitive this method of estimating the measure-
ment uncertainty is to outliers. For both methods to determine the differential diffusion
length the measurement uncertainty is an important parameter. A single outlier in ei-
ther or both of the isotope records can, thus, have a significant effect on the resulting
value for ∆σ2. Careful sample handling and accurate and precise isotope measure-20

ments are therefore essential for a reliable reconstruction of past temperatures using
diffusion thermometry.

In our EDML record consisting of 3320 samples, we identified 11 samples as outliers
in the δ2H record based on the noise level in the PSD spectra of 20 m sections. For 8
of these 11 samples the δ18O value was also considered an outlier. The fact that most25

outliers were found in both isotopes, suggests that it is not the measurement itself that
led to these outliers, but rather errors in handling of samples (contamination, water
vapour exchange or misnumbering) prior to or during the measurement.
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Instead of using the noise levels obtained from the PSD it is also possible to use
a fixed value for the measurement uncertainty based on repeated measurements of
standards. This may lead to more robust results and is necessary in case the signal
at higher frequencies is of the same or higher magnitude as the noise level. This will
be the case for short diffusion lengths or relatively low resolution measurements. In5

Fig. 10 we show the differential diffusion lengths for the EDML data using both varying
noise levels and a fixed noise level. The chosen fixed noise levels correspond to an
uncertainty of 0.04 and 0.45 (one sigma SD) for δ18O and δ2H respectively, which
agrees well with what we expected from repeated standard measurements. For the
PSD method a cut-off frequency of 5.0 cyclesm−1 and AR order of 20 was choosen10

in line with the optimal parameters found by synthetic data sets (MC runs I and II).
Here we apply the same cut-off frequency for the calculation with fixed and variable
noise level to enable comparison. However, a higher noise level would naturally lead to
a lower cut-off frequency as the signal to noise ratio is lower in such a case. Comparing
the results with variable and constant noise level we can conclude that for most of the15

record the effect of a changing noise level is negligible. Only in the depth Sect. 250–
270 m, where the uncertainty in the measurement as determined by the PSD is close
to double the assumed uncertainty in the fixed noise level scenario, the two curves
deviate significantly from each other.

Finally, local surface temperatures for the EDML record are reconstructed by com-20

bining the values of ∆σ2 obtained from the isotope records with those obtained from
the densification/diffusion model described in Sect. 6. Figure 11 shows this temper-
ature record, with one and two sigma uncertainty bands for both methods based on
the uncertainty in ∆σ2 in the MC runs (see Tables 2 and 3). For most of the record
the two methods agree within their 1 sigma uncertainty interval, but for the first 60 m25

(130–190 m depth) the difference between them is larger. Here, the temperature re-
constructed with the correlation method is on average 3 ◦C higher than with the PSD
method. Note that the recent mean annual temperature measured at the EDML site
of −44.6 ◦C is always within 2 sigma error of the diffusion temperature reconstruction
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for both methods. We attribute the wiggles in the reconstructed temperature over the
entire 166 m ice core section and the differences between the results of the PSD and
the correlation method to the sensitivity of the methods on imperfections in the data
quality. Taking the average reconstructed temperature over the entire 166 m ice core
section leads to a mean±SD of the reconstructed temperature of −45.3±1.3 ◦C for5

the PSD and −43.5±1.6 ◦C for the correlation method, which agrees well with the re-
cent mean annual temperature at EDML. Note that the SD over the entire record also
agrees favourably with the uncertainty determined by our calibration with synthetic data
for each of the 20 m section, providing an additional consistency check of our approach.

For comparison we also show the temperature record that would be obtained when10

the PSD method is applied to a single isotope record. In general this method leads to
higher temperatures, but as discussed earlier, this may be due to a trend in the PSD
spectrum of the precipitation record (before diffusion takes place). If this record has
a slightly decreasing trend, the reconstructed diffusion length and thereby the corre-
sponding diffusion temperature will be higher.15

8 Conclusions

In this paper two methods for retrieving the differential diffusion length of the stable
water isotope signal in ice cores were investigated. We have shown that temperature
reconstruction using the PSD method on a single isotope can lead to significant bi-
ases because the PSD of the initial signal in precipitation may influence the obtained20

diffusion length. Therefore, diffusion thermometry should only be applied using the dif-
ferential diffusion length. Furthermore, before applying the PSD method to ice core
data, it needs to be calibrated by synthetic data. This will allow for an objective de-
termination of the order of autoregression that is used to compute the PSD and the
cut-off frequency. The quality of such a calibration depends on how well the synthetic25

data approximates the real data and thereby on the deposition regime and the climatic
conditions assumed. For the correlation method a calibration is not required as it is not
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dependent on the choice of parameters, making this a more robust method. However,
also for this method the use of synthetic data is required to be able to constrain the
uncertainty with which the differential diffusion length can be obtained. Doing such an
analysis before ice core samples are cut is also useful in determining the best sampling
strategy (length of the section and sampling resolution) to obtain the required accuracy5

and precision. Application to part of the EDML record from the Holocene period has
shown that high data quality is required for diffusion thermometry. Identification of out-
liers in the isotope records is possible from the baseline of the PSD spectra. Using the
existing data for the EDML ice core (20 m long sections at 5 cm resolution) the uncer-
tainty (one sigma SD) in the reconstructed firn temperature for the Holocene period is10

about 2 ◦C with the PSD method and 1.6 ◦C with the correlation method. For samples
from the glacial period this uncertainty increases by up to 0.6 ◦C. As such, in addi-
tion to borehole thermometry and noble gas measurements, diffusion thermometry is
a useful independent tool for inferring differences in temperature between glacial and
interglacial periods and thereby for estimating the temporal gradient between water15

isotope concentration and local temperature.

Acknowledgements. The research leading to these results has received funding from
the European Research Council under the European Union’s Seventh Framework Pro-
gramme (FP/2007-2013)/ERC Advanced Grant Agreement n. 226172 (MATRICs) awarded to
H. Fischer.20

This work is also a contribution to the European Project for Ice Coring in Antarctica
(EPICA), a joint European Science Foundation/European Commission (EC) scientific pro-
gramme, funded by the EC and by national contributions from Belgium, Denmark, France,
Germany, Italy, the Netherlands, Norway, Sweden, Switzerland and the UK. The main logistic
support was provided by IPEV and PNRA (at Dome C) and AWI (at Dronning Maud Land). This25

is EPICA publication no. XX.

954

http://www.the-cryosphere-discuss.net
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-print.pdf
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-discussion.html
http://creativecommons.org/licenses/by/3.0/


TCD
9, 927–973, 2015

Estimation and
calibration of the

differential diffusion
length

G. van der Wel et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

References

Andersen, N.: On the calculation of filter coefficients for maximum entropy spectral analysis,
Geophysics, 39, 69–72, 1974. 940

Burden, R. and Faires, J.: Numerical Analysis, Brooks/Cole, 2001. 935
Burg, J.: Maximum Entropy Spectral Analysis, PhD thesis, Stanford University, 1975. 9395

Craig, H.: Isotopic variations in meteoric waters, Science, 133, 1702–1703, 1961. 942
Cuffey, K. M., Alley, R. B., Grootes, P. M., Bolzan, J. M., and Anandakrishnan, S.: Calibration

of the δ18O isotopic paleothermometer for central Greenland, using borehole temperatures,
J. Glaciol., 40, 341–349, 1994. 929

Dansgaard, W.: Stable isotopes in precipitation, Tellus, 16, 436–468, 1964. 92810

Freitag, J., Kipfstuhl, S., and Laepple, T.: Core-scale radioscopic imaging: a new method reveals
density-calcium link in Antarctic firn, J. Glaciol., 59, 1009–1014, 2013a. 948, 949

Freitag, J., Kipfstuhl, S., Laepple, T., and Wilhelms, F.: Impurity-controlled densification: a new
model for stratified polar firn, J. Glaciol., 59, 1163–1169, 2013b. 931, 949, 969

Gkinis, V., Simonsen, S. B., Buchardt, S. L., White, J. W. C., and Vinther, B. M.: Water isotope15

diffusion rates from the NorthGRIP ice core for the last 16,000 years – glaciological and pale-
oclimatic implications, Earth Planet. Sc. Lett., 405, 132–141, doi:10.1016/j.epsl.2014.08.022,
2014. 938

Hall, W. D. and Pruppacher, H. R.: The survival of ice particles falling from cirrus clouds in
subsaturated air, J. Atmos. Sci., 33, 1995–2006, 1976. 93220

Herron, M. M. and Langway Jr., C. C.: Firn densification: an empirical model, J. Glaciol., 25,
373–385, 1980. 933, 936

Huber, C., Leuenberger, M., Spahni, R., Flückiger, J., Schwander, J., Stocker, T. F., Johnsen, S.,
Landais, A., and Jouzel, J.: Isotope calibrated Greenland temperature record over Ma-
rine Isotope Stage 3 and its relation to CH4, Earth Planet. Sc. Lett., 243, 504–519,25

doi:10.1016/j.epsl.2006.01.002, 2006. 929
Huybrechts, P., Rybak, O., Pattyn, F., Ruth, U., and Steinhage, D.: Ice thinning, upstream ad-

vection, and non-climatic biases for the upper 89 % of the EDML ice core from a nested
model of the Antarctic ice sheet, Clim. Past, 3, 577–589, doi:10.5194/cp-3-577-2007, 2007.
94730

IAEA/WMO: Global Network of Isotopes in Precipitation, The GNIP Database, available at:
http://www.iaea.org/water (last access: 31 January 2015), 2006. 938

955

http://www.the-cryosphere-discuss.net
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-print.pdf
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-discussion.html
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1016/j.epsl.2014.08.022
http://dx.doi.org/10.1016/j.epsl.2006.01.002
http://dx.doi.org/10.5194/cp-3-577-2007
http://www.iaea.org/water


TCD
9, 927–973, 2015

Estimation and
calibration of the

differential diffusion
length

G. van der Wel et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Johnsen, S.: Stable isotope homogenization of polar firn and ice, in: Isotopes and Impurities
in Snow and Ice, Proceedings of the Grenoble Symposium, August–September 1975, 210–
219, 1977. 929

Johnsen, S., Dansgaard, W., and White, J. W. C.: The origin of Arctic precipitation under present
and glacial conditions, Tellus B, 41, 452–468, 1989. 9295

Johnsen, S., Clausen, H., Cuffey, K., Hoffmann, G., Schwander, J., and Creyts, T.: Diffusion of
stable isotopes in polar firn and ice: the isotope effect in firn diffusion, in: Physics of Ice Core
Records, edited by: Hondoh, T., Hokkaido University Press, Sapporo, 121–140, 2000. 929,
930, 931, 932, 933, 936, 937, 938, 939

Johnsen, S. J., Dahl-Jensen, D., Dansgaard, W., and Gundestrup, N.: Greenland palaeotem-10

peratures derived from GRIP bore hole temperature and ice core isotope profiles, Tellus B,
47, 624–629, doi:10.1034/j.1600-0889.47.issue5.9.x, 1995. 929

Jouzel, J., Alley, R. B., Cuffey, K. M., Dansgaard, W., Grootes, P., Hoffmann, G., Johnsen, S. J.,
Koster, R. D., Peel, D., Shuman, C. A., Stievenard, M., Stuiver, M., and White, J.: Validity
of the temperature reconstruction from water isotopes in ice cores, J. Geophys. Res., 102,15

26471–26488, 1997. 929
Jouzel, J., Vimeux, F., Caillon, N., Delaygue, G., Hoffmann, G., Masson-Delmotte, V., and Par-

renin, F.: Magnitude of isotope/temperature scaling for interpretation of central Antarctic ice
cores, J. Geophys. Res.-Atmos., 108, 6, doi:10.1029/2002JD002677, 2003. 929

Kindler, P., Guillevic, M., Baumgartner, M., Schwander, J., Landais, A., and Leuenberger, M.:20

Temperature reconstruction from 10 to 120 kyr b2k from the NGRIP ice core, Clim. Past, 10,
887–902, doi:10.5194/cp-10-887-2014, 2014. 929

Langway Jr., C. C.: Stratigraphic Analysis of a Deep Ice Core from Greenland, Research Re-
port 77, CRREL, Boulder, Colorado, USA, 1967. 929

Majoube, M.: Fractionation factor of 18O between water vapour and ice, Nature, 226, 1242–25

1242, doi:10.1038/2261242a0, 1970. 932
Masson-Delmotte, V., Jouzel, J., Landais, A., Stievenard, M., Johnsen, S. J., White, J. W. C.,

Werner, M., Sveinbjornsdottir, A., and Fuhrer, K.: GRIP deuterium excess reveals
rapid and orbital-scale changes in Greenland moisture origin, Science, 309, 118–121,
doi:10.1126/science.1108575, 2005. 92930

Merlivat, L.: Molecular diffusivities of H16
2 O, HD16O, and H18

2 O in gases, J. Chem. Phys., 69,
2864–2871, 1978. 932

956

http://www.the-cryosphere-discuss.net
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-print.pdf
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-discussion.html
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1034/j.1600-0889.47.issue5.9.x
http://dx.doi.org/10.1029/2002JD002677
http://dx.doi.org/10.5194/cp-10-887-2014
http://dx.doi.org/10.1038/2261242a0
http://dx.doi.org/10.1126/science.1108575


TCD
9, 927–973, 2015

Estimation and
calibration of the

differential diffusion
length

G. van der Wel et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Merlivat, L. and Nief, G.: Fractionnement isotopique lors des changements detat solide-
vapeur et liquide-vapeur de leau a des temperatures inferieures a 0 ◦C, Tellus, 19, 122–127,
doi:10.1111/j.2153-3490.1967.tb01465.x, 1967. 932

Murphy, D. M. and Koop, T.: Review of the vapour pressures of ice and supercooled water for
atmospheric applications, Q. J. Roy. Meteor. Soc., 131, 1539–1565, 2005. 9325

Oerter, H., Graf, W., Meyer, H., and Wilhelms, F.: The EPICA ice core Dronning Maud
Land: first results from stable-isotope measurements, Ann. Glaciol., 39, 307–312,
doi:10.3189/172756404781814032, 2004. 950

Paterson, W. S. B.: The Physics of Glaciers, 3 Edn., Butterworth-Heinemann, Oxford, UK, 1994.
94810

Reijmer, C. H. and van den Broeke, M. R.: Temporal and spatial variability of the surface mass
balance in Dronning Maud Land, Antarctica, as derived from automatic weather stations,
J. Glaciol., 49, 512–520, 2003. 935

Schlosser, E., Oerter, H., Masson-Delmotte, V., and Reijmer, C.: Atmospheric influence on the
deuterium excess signal in polar firn: implications for ice-core interpretation, J. Glaciol., 54,15

117–124, 2008. 935
Schwander, J., Stauffer, B., and Sigg, A.: Air mixing in firn and the age of the air at pore close-

off, Ann. Glaciol., 10, 141–145, 1988. 932
Severinghaus, J. P. and Brook, E. J.: Abrupt climate change at the end of the last glacial period

inferred from trapped air in polar ice, Science, 286, 930–934, 1999. 92920

Simonsen, S. B., Johnsen, S. J., Popp, T. J., Vinther, B. M., Gkinis, V., and Steen-Larsen, H. C.:
Past surface temperatures at the NorthGRIP drill site from the difference in firn diffusion
of water isotopes, Clim. Past, 7, 1327–1335, doi:10.5194/cp-7-1327-2011, 2011. 930, 931,
937, 947, 948

Sommer, S., Wagenbach, D., Mulvaney, R., and Fischer, H.: Glacio-chemical study spanning25

the past 2 kyr on three ice cores from Dronning Maud Land, Antarctica: 2. Seasonally re-
solved chemical records, J. Geophys. Res.-Atmos., 105, 29423–29433, 2000. 949

Van den Broeke, M., Reijmer, C., Van As, D., Van de Wal, R., and Oerlemans, J.: Seasonal
cycles of Antarctic surface energy balance from automatic weather stations, Ann. Glaciol.,
41, 131–139, doi:10.3189/172756405781813168, 2005. 94830

van der Wel, L. G.: Analysis of Water Isotope Diffusion in Firn: Contributions to a Better
Palaeoclimatic Interpretation of Ice Cores, PhD thesis, University of Groningen, available
at: http://irs.ub.rug.nl/dbi/4f3bd27c7235e (last access: 31 January 2015), 2012. 933, 947

957

http://www.the-cryosphere-discuss.net
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-print.pdf
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-discussion.html
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1111/j.2153-3490.1967.tb01465.x
http://dx.doi.org/10.3189/172756404781814032
http://dx.doi.org/10.5194/cp-7-1327-2011
http://dx.doi.org/10.3189/172756405781813168
http://irs.ub.rug.nl/dbi/4f3bd27c7235e


TCD
9, 927–973, 2015

Estimation and
calibration of the

differential diffusion
length

G. van der Wel et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Veres, D., Bazin, L., Landais, A., Toyé Mahamadou Kele, H., Lemieux-Dudon, B., Parrenin, F.,
Martinerie, P., Blayo, E., Blunier, T., Capron, E., Chappellaz, J., Rasmussen, S. O., Severi, M.,
Svensson, A., Vinther, B., and Wolff, E. W.: The Antarctic ice core chronology (AICC2012):
an optimized multi-parameter and multi-site dating approach for the last 120 thousand years,
Clim. Past, 9, 1733–1748, doi:10.5194/cp-9-1733-2013, 2013. 9475

Vodila, G., Palcsu, L., Futo, I., and Szanto, Z.: A 9-year record of stable isotope ratios of precipi-
tation in eastern Hungary: implications on isotope hydrology and regional palaeoclimatology,
J. Hydrol., 400, 144–153, 2011. 938

Werner, M., Mikolajewicz, U., Heimann, M., and Hoffmann, G.: Borehole versus isotope
temperatures on Greenland: seasonality does matter, Geophys. Res. Lett., 27, 723–726,10

doi:10.1029/1999GL006075, 2000. 929
Whillans, I. M. and Grootes, P. M.: Isotopic diffusion in cold snow and firn, J. Geophys. Res. 90,

3910–3918, 1985. 931

958

http://www.the-cryosphere-discuss.net
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-print.pdf
http://www.the-cryosphere-discuss.net/9/927/2015/tcd-9-927-2015-discussion.html
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.5194/cp-9-1733-2013
http://dx.doi.org/10.1029/1999GL006075


TCD
9, 927–973, 2015

Estimation and
calibration of the

differential diffusion
length

G. van der Wel et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Table 1. Climatological and glaciological parameters used in the different Monte Carlo runs. The
firn temperature, annual accumulation and thinning are input values, leading to the (differential)
diffusion lengths given in the last 3 columns.

MC run T (◦C) ann. acc. (mm ice) thinning σ2
18 (cm2) σ2

2 (cm2) ∆σ2 (cm2)

I −44.6 69.8 1.00 49.3 40.8 8.55
II −44.6 69.8 0.88 38.2 31.6 6.62
III −44.6 69.8 0.76 28.5 23.6 4.94
IV −50.6 34.9 0.60 17.4 14.2 3.25
V −53.6 34.9 0.60 13.3 10.8 2.57
VI −56.6 34.9 0.60 10.1 8.10 2.02
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Table 2. The optimum parameters and the resulting mean values, deviations from theoretical
values, and SDs for the differential diffusion lengths of the Monte Carlo runs obtained with the
PSD method for 5 cm samples. TE is the total error as described in the main text. The total
error and the offsets from the real values are also converted to the corresponding errors in firn
temperature for each run.

MC run ∆σ2
th fco AR ∆σ2 offset SD. TE offset TE

(cm2) (m−1) order (cm2) (cm2) (cm2) (cm2) (◦C) (◦C)

I 8.55 4.7 20 8.39 −0.16 1.14 1.16 −0.3 1.9
II 6.62 5.4 20 6.52 −0.10 0.87 0.87 −0.2 1.9
III 4.94 5.9 20 4.86 −0.08 0.67 0.67 −0.2 1.9
IV 3.25 6.5 20 3.24 −0.01 0.65 0.65 0.0 2.6
V 2.57 7.1 20 2.57 0.00 0.51 0.51 0.0 2.6
VI 2.02 8.5 20 2.08 0.05 0.37 0.37 0.3 2.2
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Table 3. The mean values and deviation from theory and SD for the differential diffusion lengths
of the Monte Carlo runs obtained with the correlation method for 5 cm samples. Measurement
uncertainties of 0.06 for Oxygen-18 and 0.40 for Deuterium are used. Column 6 and 8 give
the total error in the squared differential diffusion length and in the resulting firn temperature,
respectively.

MC run ∆σ2
th ∆σ2 offset SD TE offset TE

(cm2) (cm2) (cm2) (cm2) (cm2) (◦C) (◦C)

I 8.55 8.59 0.04 0.90 0.90 0.1 1.5
II 6.62 6.68 0.05 0.68 0.68 0.1 1.4
III 4.94 5.01 0.07 0.52 0.52 0.2 1.5
IV 3.25 3.40 0.15 0.46 0.49 0.6 1.9
V 2.57 2.72 0.14 0.38 0.41 0.7 1.9
VI 2.02 2.19 0.16 0.31 0.35 1.0 2.0
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Table 4. Sensitivity of the two methods to sample size ∆z and section length L given for
Holocene (MC run I) and glacial (MC run V) conditions at the EDML drill site location.

PSD method correlation method
∆ z L ∆σ2 offset SD TE ∆σ2 offset SD TE
(cm) (m) (cm2) (cm2) (cm2) (cm2) (cm2) (cm2) (cm2) (cm2)

MC run I 1.0 10 8.36 −0.20 0.90 0.92 8.44 −0.12 1.03 1.04
1.0 20 8.40 −0.15 0.61 0.63 8.43 −0.13 0.71 0.72
1.0 40 8.39 −0.17 0.43 0.46 8.40 −0.15 0.50 0.53

2.5 10 8.36 −0.19 1.19 1.21 8.38 −0.18 1.09 1.10
2.5 20 8.39 −0.17 0.80 0.82 8.37 −0.19 0.76 0.78
2.5 40 8.39 −0.16 0.56 0.59 8.35 −0.20 0.54 0.58

5.0 10 8.41 −0.15 1.76 1.77 8.63 0.07 1.34 1.34
5.0 20 8.39 −0.16 1.14 1.16 8.59 0.04 0.90 0.90
5.0 40 8.40 −0.16 0.77 0.79 8.56 0.01 0.63 0.63

MC run V 1.0 10 2.55 −0.02 0.27 0.28 2.62 0.05 0.27 0.27
1.0 20 2.55 −0.02 0.19 0.19 2.61 0.04 0.18 0.19
1.0 40 2.56 −0.01 0.14 0.14 2.62 0.05 0.13 0.14

2.5 10 2.56 −0.02 0.44 0.44 2.67 0.09 0.31 0.33
2.5 20 2.56 −0.02 0.29 0.29 2.65 0.08 0.22 0.23
2.5 40 2.56 −0.01 0.20 0.20 2.66 0.08 0.16 0.18

5.0 10 2.62 0.04 0.74 0.74 2.73 0.16 0.55 0.57
5.0 20 2.57 0.00 0.51 0.51 2.72 0.14 0.38 0.41
5.0 40 2.58 0.01 0.33 0.33 2.71 0.14 0.26 0.30
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Figure 1. Oxygen-18 records of a synthetic data set (blue) and of the EDML ice core (red). For
both records the sample size is 5 cm. (b) shows the Power Spectral Densities of each isotope
record together with those of 200 other synthetic data sets of MC run I. The average PSD of
the 200 runs is shown as the dark grey solid line. The dashed line is the average PSD of the
initial signals (before diffusion) of these runs.
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Figure 2. The Power Spectral Densities of 2 stacked precipitation records retrieved from the
GNIP database. In light colours the Debrecen data is given, dark colours refer to data from
Vernadsky. The figure on the left shows the PSD as function of frequency, whereas the figure
on the right shows the natural logarithm of the PSD as a function of the wavenumber squared
(bottom x axis).
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Figure 3. Figure a shows the Power Spectral Densities of the Oxygen-18 and Deuterium signals
of a synthetic data set. The dark colours in (a, b and d) refer to PSD’s calculated with MEM
technique with order M = 20. The light colours in these figures correspond to PSD’s calculated
with order 50. In (b) the natural logarithm of the ratio of the PSD’s is given as a function of
squared wavenumber. (c and d) show the obtained values for the differential diffusion length
as a function of order of AR and cut-off frequency, respectively. The red dashed lines in these
figures indicate the true value of ∆σ2 for this data set.
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Figure 4. Contour plots showing the average deviation from the theoretical value (left) and the
SD of ∆σ2 for all ensemble members of Monte Carlo run I as a function of the order of au-
toregression and the cut-off frequency. The grey shading indicates the percentage of data sets
for which the differential diffusion length could be evaluated. The position in the two parameter
space with the lowest total error (as defined in the main text) is indicated by the red star.
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Figure 5. Illustration of the correlation method for ideal conditions in which the correlation
coefficient of the isotope data before diffusion is 1. The δ18O, δ2H and d-excess signals after
firn diffusion has taken place are depicted by the solid lines in the left figure. The dashed
lines show the δ2H and d-excess profiles after the δ2H profile is diffused further until the total
Deuterium diffusion length equals that of Oxygen-18. In the figure on the right the correlation
coefficient between Oxygen-18 and Deuterium is given as a function of the additional diffusion
length as the Deuterium profile is diffused further.
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Figure 6. The mean and SD of the differential diffusion length of the 4000 data sets of Monte
Carlo run I as a function of the uncertainty in the isotopic measurement is depicted in the top
figures. The uncertainty is given as the SD of a Gaussian distribution centered around zero
from which random numbers are drawn. The figure on the bottom shows the absolute mea-
surement deviation (as described in the main text) for two different sampling resolutions. The
data points given here are obtained from all 6 Monte Carlo runs and for several assigned values
for the uncertainty in the Deuterium measurement. The solid lines represent linear regressions
to the data points which can be used to correct ∆σ2 for the deviation that arises as a result of
measurement uncertainty.
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Figure 7. Density-depth profiles for the B32 ice core drilled close to the main EDML ice core (a).
Density was measured volumetrically, using gamma ray attenuation and with radioscopic imag-
ing. The dashed lines show the density profiles calculated with the classical Herron–Langway
model and with the Herron–Langway model adjusted using the average Ca2+ concentration of
1.7 ppb (Freitag et al., 2013b). (c) shows the differential diffusion lengths calculated using the
classical model and the Ca2+ adjusted model for two different temperatures. The decreasing
trend visible is mostly due to the progressive thinning of the ice. The Ca2+ concentration used
in the calculations is shown in (b).
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Figure 8. Contour lines of the squared differential diffusion length (incm2) as a function of firn
temperature and accumulation rate for the EDML ice core site. Values for ∆σ2 at pore close off
are calculated with the classical HL model (blue lines) and with the modified HL model. For the
latter a Ca2+ concentration of 2.2 ppb is used, which corresponds to the average concentration
in the 123–289 m depth interval of the EDML ice core. ∆σ2 is given in ice equivalents assuming
a thinning of 1. The star indicates the present day temperature and accumulation rate at the
drill site. Note that the accumulation rate is plotted on a log scale.
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Figure 9. Part of the δ18O record (top figure) and the corresponding noise level (bottom figure)
that is determined as the average PSD level for frequencies higher than 8 cyclesm−1. The noise
level is calculated with a window of 20 m length. The sudden steps in the blue profile are caused
by a single datapoint. Replacing this datapoint (see inset) by a value obtained by interpolating
the neighbouring points leads to a much lower noise level (red curve).
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Figure 10. The squared differential diffusion lengths obtained with the PSD and correlation
method (a). For both methods a calculation is done with a fixed noise level and with a noise
level determined by the baseline in the PSD spectra (b and c).
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Figure 11. Local surface temperature reconstructions based on the differential diffusion lengths
given in Fig. 10 and the model described in the main text. The shaded bands give the one and
two sigma uncertainties and are based on the uncertainty in the differential diffusion lengths.
Also given is the temperature reconstruction obtained with the PSD method applied to a single
isotope (green line). The recent measured annual temperature at EDML is −44.6 ◦C. The age
scale on the top x axis is the AICC2012 age scale.
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